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An approach to Reed Solomon Codes

1.- Introduction

The main function of the error control techniques is introduce the controlled redundancy, to let the corrupted sent messages and correct these messages before we process it. With this controlled redundancy only a subgroup of all possible messages (Bit sequences) contains correct messages. This fact means if we build sequences of 7 bits, we can receive \(2^7 = 128\) distinct sequences, but possible sent messages won’t be 128 else a subgroup of them, after that if we don’t receive a bit sequence of 7 bits that coincides with one of possible sent messages, then we have received a sequence with errors.

This subgroup of possible sent messages is called code and codewords or codevectors the correct messages that are part of this message.

A good code is a code that its codewords are very splitted and the probability of error transform the desired codeword to another is very little.

By the way, the error detection is limited to answer this question: “Is the received message a codeword or isn’t it?” If it’s a codeword, we can affirm that there are no errors.

If we detect an error we can correct it using two solutions:

- The first one:
  The receiver pushes back the message and request to the sender that resend the message.

- The second one:
  The receiver corrects the error when the codeword is corrupted and it find the more correct codeword. This procedure is called forward error correction (FEC).

2.- Principles of Reed-Solomon codes

Reed-Solomon codes are block-based error correcting codes with a wide range of applications in digital communications and storage. Reed-Solomon codes are used to correct errors in many systems including:

- Storage devices (including tape, Compact Disk, DVD, barcodes, etc)
- Wireless or mobile communications (including cellular telephones, microwave links, etc)
- Satellite communications
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- Digital television / DVB
- High-speed modems such as ADSL, xDSL, etc.

A typical system is shown here:

The Reed-Solomon encoder takes a block of digital data and adds extra "redundant" bits. Errors occur during transmission or storage for a number of reasons (for example noise or interference, scratches on a CD, etc). The Reed-Solomon decoder processes each block and attempts to correct errors and recover the original data. The number and type of errors that can be corrected depends on the characteristics of the Reed-Solomon code.

3.- Properties of Reed-Solomon codes

Reed Solomon codes are a subset of BCH codes and are linear block codes. A Reed-Solomon code is specified as RS\((n,k)\) with \(s\)-bit symbols.

This means that the encoder takes \(k\) data symbols of \(s\) bits each and adds parity symbols to make an \(n\) symbol codeword. There are \(n-k\) parity symbols of \(s\) bits each. A Reed-Solomon decoder can correct up to \(t\) symbols that contain errors in a codeword, where \(2t = n-k\).

The following diagram shows a typical Reed-Solomon codeword (this is known as a Systematic code because the data is left unchanged and the parity symbols are appended):

Example: A popular Reed-Solomon code is RS\((255,223)\) with 8-bit symbols. Each codeword contains 255 code word bytes, of which 223 bytes are data and 32 bytes are parity. For this code:

\[
\begin{align*}
\text{n} & = 255, \ \text{k} = 223, \ \text{s} = 8 \\
2t & = 32, \ t = 16
\end{align*}
\]

The decoder can correct any 16 symbol errors in the code word: i.e. errors in up to 16 bytes anywhere in the codeword can be automatically corrected.
Given a symbol size $s$, the maximum codeword length ($n$) for a Reed-Solomon code is $n = 2^s - 1$

For example, the maximum length of a code with 8-bit symbols ($s=8$) is 255 bytes.

Reed-Solomon codes may be shortened by (conceptually) making a number of data symbols zero at the encoder, not transmitting them, and then re-inserting them at the decoder.

**Example:** The (255,223) code described above can be shortened to (200,168). The encoder takes a block of 168 data bytes, (conceptually) adds 55 zero bytes, creates a (255,223) codeword and transmits only the 168 data bytes and 32 parity bytes.

The amount of processing "power" required to encode and decode Reed-Solomon codes is related to the number of parity symbols per codeword. A large value of $t$ means that a large number of errors can be corrected but requires more computational power than a small value of $t$.

**Symbol Errors**

One symbol error occurs when 1 bit in a symbol is wrong or when all the bits in a symbol are wrong.

**Example:** RS(255,223) can correct 16 symbol errors. In the worst case, 16 bit errors may occur, each in a separate symbol (byte) so that the decoder corrects 16 bit errors. In the best case, 16 complete byte errors occur so that the decoder corrects $16 \times 8$ bit errors.

Reed-Solomon codes are particularly well suited to correcting burst errors (where a series of bits in the codeword are received in error).

**Decoding**

Reed-Solomon algebraic decoding procedures can correct errors and erasures. An erasure occurs when the position of an erred symbol is known. A decoder can correct up to $t$ errors or up to $2t$ erasures. Erasure information can often be supplied by the demodulator in a digital communication system, i.e. the demodulator "flags" received symbols that are likely to contain errors.

When a codeword is decoded, there are three possible outcomes:

1. If $2s + r < 2t$ (s errors, r erasures) then the original transmitted code word will always be recovered,

   OTHERWISE

2. The decoder will detect that it cannot recover the original code word and indicate this fact.

   OR

3. The decoder will mis-decode and recover an incorrect code word without any indication.
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The probability of each of the three possibilities depends on the particular Reed-Solomon code and on the number and distribution of errors.

Coding Gain

The advantage of using Reed-Solomon codes is that the probability of an error remaining in the decoded data is (usually) much lower than the probability of an error if Reed-Solomon is not used. This is often described as coding gain.

Example: A digital communication system is designed to operate at a Bit Error Ratio (BER) of 10⁻⁹, i.e. no more than 1 in 10⁹ bits are received in error. This can be achieved by boosting the power of the transmitter or by adding Reed-Solomon (or another type of Forward Error Correction). Reed-Solomon allows the system to achieve this target BER with a lower transmitter output power. The power "saving" given by Reed-Solomon (in decibels) is the coding gain.

4.- Architectures for encoding and decoding Reed-Solomon codes

Reed-Solomon encoding and decoding can be carried out in software or in special-purpose hardware.

Finite (Galois) Field Arithmetic

Reed-Solomon codes are based on a specialist area of mathematics known as Galois fields or finite fields. A finite field has the property that arithmetic operations (+,-,x,/ etc.) on field elements always have a result in the field. A Reed-Solomon encoder or decoder needs to carry out these arithmetic operations. These operations require special hardware or software functions to implement.

Generator Polynomial

A Reed-Solomon codeword is generated using a special polynomial. All valid codewords are exactly divisible by the generator polynomial. The general form of the generator polynomial is:

\[ g(x) = (x - \alpha^i)(x - \alpha^{i+1}) \cdots (x - \alpha^{i+2r}) \]

and the codeword is constructed using:

\[ c(x) = g(x).i(x) \]

where \( g(x) \) is the generator polynomial, \( i(x) \) is the information block, \( c(x) \) is a valid codeword and \( \alpha \) is referred to as a primitive element of the field.
Example: Generator for RS(255,249)

\[ g(x) = (x - \alpha^0)(x - \alpha^1)(x - \alpha^2)(x - \alpha^3)(x - \alpha^4)(x - \alpha^5) \]
\[ g(x) = x^6 + g_2x^5 + g_4x^4 + g_3x^3 + g_2x^2 + g_1x + g_0 \]

### 4.1.- Encoder architecture

The 2t parity symbols in a systematic Reed-Solomon codeword are given by:

\[ p(x) = i(x) \cdot x^{n-k} \mod g(x) \]

The following diagram shows an architecture for a systematic RS(255,249) encoder:

Each of the 6 registers holds a symbol (8 bits). The arithmetic operators carry out finite field addition or multiplication on a complete symbol.

### 4.2.- Decoder architecture

A general architecture for decoding Reed-Solomon codes is shown in the following diagram.
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Legend

r(x)  Received codeword
Si   Syndromes
L(x)  Error locator polynomial
Xi   Error locations
Yi   Error magnitudes
C(x)  Recovered code word
\sigma  Number of errors

The received codeword r(x) is the original (transmitted) codeword c(x) plus errors:

r(x) = c(x) + e(x)

A Reed-Solomon decoder attempts to identify the position and magnitude of up to t errors (or 2t erasures) and to correct the errors or erasures.

Syndrome Calculation

This is a similar calculation to parity calculation. A Reed-Solomon codeword has 2t syndromes that depend only on errors (not on the transmitted code word). The syndromes can be calculated by substituting the 2t roots of the generator polynomial g(x) into r(x).

Finding the Symbol Error Locations

This involves solving simultaneous equations with t unknowns. Several fast algorithms are available to do this. These algorithms take advantage of the special matrix structure of Reed-Solomon codes and greatly reduce the computational effort required. In general two steps are involved:

- Find an error locator polynomial

This can be done using the Berlekamp-Massey algorithm or Euclid’s algorithm. Euclid’s algorithm tends to be more widely used in practice because it is easier to implement; however, the Berlekamp-Massey algorithm tends to lead to more efficient hardware and software implementations.
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-Find the roots of this polynomial

This is done using the Chien search algorithm.

Berlekamp's Iterative Algorithm for Finding the Error-Locator Polynomial

1. Compute the syndrome sequence \( S_1, \ldots, S_{2t} \) for the received word.

2. Initialize the algorithm variables: \( k = 0, \Lambda^{(0)}(x) = 1, L=0 \), and \( T(x)=x \).

3. Set \( k=k+1 \). Compute the discrepancy \( \Delta^{(k)} \) as follows:

\[
\Delta^{(k)} = S_k - \sum_{i=1}^{L} \Lambda^{(k-1)}(x) S_{k-i}
\]

4. If \( \Delta^{(k)} = 0 \), then go to step 8.

5. Modify the connection polynomial:

\[
\Lambda^{(k)}(x) = \Lambda^{(k-1)}(x) - \Delta^{(k)} T(x).
\]

6. If \( 2L \geq k \), then go to step 8.

7. Set \( L = k-L \) and \( T(x) = \Lambda^{(k-1)}(x)/\Delta^{(k)} \).

8. Set \( T(x) = x \cdot T(x) \).

9. If \( k < 2t \), then go to step 3.

10. Determine the roots of \( \Lambda(x) = \Lambda^{(2t)}(x) \). If the roots are distinct and lie in the right field, determine the error magnitudes, correct the corresponding locations in the received word, and STOP.

11. Declare a decoding failure and STOP.
Finding the Symbol Error Values

Again, this involves solving simultaneous equations with \( t \) unknowns. A widely-used fast algorithm is the Forney algorithm.

The Forney Algorithm for Computing the Error Magnitudes

First, define an infinite-degree syndrome polynomial

\[
S(x) = S_1x + S_2x^2 + \ldots + S_{2t}x^{2t} + S_{2t+1}x^{2t+1} + \ldots
\]

Then, define the error magnitude polynomial as follows:

\[
\Omega(x) = [1 + S(x)] \Lambda(x)
\]

Given that we know only the first \( 2t \) coefficients of \( S(x) \), the decoding problem becomes one of finding a polynomial of degree less than or equal to \( t \) that satisfies

\[
\Lambda(x) [1 + S(x)] \equiv \Omega(x) \mod x^{2t+1}
\]

The error magnitudes are computed using the expression

\[
e_{ik} = -\frac{X_k^{-1} \Omega(X_k^{-1})}{\Lambda(X_k^{-1})}
\]

Example: Double-error correction using the Berlekamp algorithm and a \( (7,3) \) Reed-Solomon
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1. Using the representation for GF(8), the following generator polynomial for the (7,3) RS code is obtained

\[ g(x) = (x - \alpha) (x - \alpha^2) (x - \alpha^3) (x - \alpha^4) \]
\[ = x^4 + \alpha^3 x^3 + x^2 + \alpha x + \alpha^3 \]

Let the received polynomial be \( v(x) = \alpha^2 x^6 + \alpha^2 x^4 + x^3 + \alpha^5 x^2 \).

Then compute the syndromes: \( S_1 = \alpha^6 \), \( S_2 = \alpha^3 \), \( S_3 = \alpha^4 \), \( S_4 = \alpha^3 \) and apply the Berlekamp algorithm.

<table>
<thead>
<tr>
<th>K</th>
<th>( S_k )</th>
<th>( \Lambda^{(k)}(x) )</th>
<th>( \Delta^{(k)} )</th>
<th>L</th>
<th>T(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>–</td>
<td>1</td>
<td>–</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>1</td>
<td>( \alpha^6 )</td>
<td>( 1 + \alpha^6 x )</td>
<td>( S_1 - 0 = \alpha^6 )</td>
<td>1</td>
<td>( \alpha x )</td>
</tr>
<tr>
<td>2</td>
<td>( \alpha^3 )</td>
<td>( 1 + \alpha^4 x )</td>
<td>( S_2 = \alpha^5 = \alpha^2 )</td>
<td>1</td>
<td>( \alpha x^2 )</td>
</tr>
<tr>
<td>3</td>
<td>( \alpha^4 )</td>
<td>( 1 + \alpha^4 x + \alpha^6 x^2 )</td>
<td>( S_3 - 1 = \alpha^5 )</td>
<td>2</td>
<td>( \alpha^2 x + \alpha^6 x^2 )</td>
</tr>
<tr>
<td>4</td>
<td>( \alpha^3 )</td>
<td>( 1 + \alpha^2 x + \alpha x^2 )</td>
<td>( S_4 - \alpha^4 = \alpha^6 )</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The error-locator polynomial is

\[ \Lambda(x) = 1 + \alpha^2 x + \alpha x^2 \]

2. Compute the error magnitude polynomial:

\[ \Omega(x) = \Lambda(x) [1 + S(x)] \ mod \ x^{2t+1} \]
\[ = (1 + \alpha^2 x + \alpha x^2) (1 + \alpha^6 x + \alpha^3 x^2 + \alpha^4 x^3 + \alpha^3 x^4) \ mod \ x^5 \]
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\( = (1 + x + \alpha^3 x^2 \mod x^5 \)

The error locators are \( X_1 = \alpha^3 \) and \( X_2 = \alpha^5 \). The error magnitudes are found to be:

\[
e_i = \frac{-X_k \Omega(X_k^{-1})}{\Lambda'(X_k^{-1})} = \alpha^5 X_k + \alpha^5 + \alpha X_k^{-1}
\]

\[
e_3 = \alpha^5 \alpha^3 + \alpha^5 + \alpha \alpha^4 = \alpha
\]

\[
e_5 = \alpha^5 \alpha^5 + \alpha^5 + \alpha \alpha^2 = \alpha^5
\]

The error polynomial and the corresponding codeword:

\[
e(x) = \alpha x^3 + \alpha^5 x^5
\]

\[
c(x) = \alpha^2 x^6 + \alpha^5 x^5 + \alpha^2 x^4 + \alpha^3 x^3 + \alpha^5 x^2 = \alpha^2 x^2 g(x)
\]

5.- Implementation of Reed-Solomon encoders and decoders

5.1.- Hardware Implementation

A number of commercial hardware implementations exist. Many existing systems use "off-the-shelf" integrated circuits that encode and decode Reed-Solomon codes. These ICs tend to support a certain amount of programmability (for example, RS(255,k) where \( t = 1 \) to 16 symbols). A recent trend is towards VHDL or Verilog designs (logic cores or intellectual property cores). These have a number of advantages over standard ICs. A logic core can be integrated with other VHDL or Verilog components and synthesized to an FPGA (Field Programmable Gate Array) or ASIC (Application Specific Integrated Circuit) – this enables so-called "System on Chip" designs where multiple modules can be combined in a single IC. Depending on production volumes, logic cores can often give significantly lower system costs than "standard" ICs. By using logic cores, a designer avoids the potential need to do a "lifetime buy" of a Reed-Solomon IC.
Hardware Architecture

- Time domain encoding and decoding using the Peterson, Gorenstein, Zierler algorithm
- Fast hardware decoding with Berlekamp-Massey, Chien search and Forney algorithms
- Well established, highly efficient approach for hardware encoding/decoding

**Parity/syndrome:** calculates the 2t parity symbols prior to transmission of the code word or the 2t syndromes of a received code word

**Berlekamp-Massey:** determines the error-locator polynomial L (x) (the zeroes of this polynomial gives the inverse of the error positions)

**Chien search:** determines the error positions by finding the zeroes of error-locator polynomial L (x)

**Forney:** calculates the error magnitudes Yi

**Error corrector:** corrects the received code word

**Memory interface:** memory address registers and logic to access external memory (if required an alternative interface will be provided for example reading and writing to FIFO buffers)

**System controller:** co-ordinates the activities of each of the above functional blocks and
controls the passing of data from one functional block to the next

**Status/control:** registers which can include a count of the detected/corrected errors in the current code word, running error total and the total number of decode failures (can be customized for specific requirements)

Representative gate counts and clock speeds (approximate figures only):

- Gate count and clock speed depend on the exact R-S code and on the required encode/decode rate, for example:
- Low gate count can be achieved at expense of higher clock speed and/or latency
- Higher clock speed/low latency can be achieved at expense of higher gate count

<table>
<thead>
<tr>
<th>Code</th>
<th>Gate count</th>
<th>Clock cycles per codeword</th>
</tr>
</thead>
<tbody>
<tr>
<td>(255,249)</td>
<td>7000</td>
<td>700</td>
</tr>
<tr>
<td>(255,239)</td>
<td>11000</td>
<td>2000</td>
</tr>
<tr>
<td>(204,188)</td>
<td>11000</td>
<td>2000</td>
</tr>
<tr>
<td>(255,223)</td>
<td>17000</td>
<td>6000</td>
</tr>
</tbody>
</table>

**5.2.- Software Implementation**

Until recently, software implementations in "real-time" required too much computational power for all but the simplest of Reed-Solomon codes (i.e. codes with small values of t). The major difficulty in implementing Reed-Solomon codes in software is that general purpose processors do not support Galois field arithmetic operations. For example, to implement a Galois field multiply in software requires a test for 0, two log table look-ups, modulo add and anti-log table look-up. However, careful design together with increases in processor performance mean that software implementations can operate at relatively high data rates. The following table gives some example benchmark figures on a 166MHz Pentium PC:

<table>
<thead>
<tr>
<th>Code</th>
<th>Data rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS(255,251)</td>
<td>12 Mbps</td>
</tr>
<tr>
<td>RS(255,239)</td>
<td>2.7 Mbps</td>
</tr>
<tr>
<td>RS(255,223)</td>
<td>1.1 Mbps</td>
</tr>
</tbody>
</table>
These data rates are for decoding only: encoding is considerably faster since it requires less computation.

Example of Reed-Solomon Forward Error Correction Software

Architecture

- Time domain encoding and decoding using the Peterson, Gorenstein, Zierler algorithm
- Fast decoding with Berlekamp-Massey, Chien search and Forney algorithms
- Well established, highly efficient approach

**Parity/syndrome:** calculates the $2t$ parity symbols prior to transmission of the code word or the $2t$ syndromes of a received code word

**Berlekamp-Massey:** determines the error-locator polynomial $L(x)$ (the zeroes of this polynomial gives the inverse of the error positions)

**Chien search:** determines the error positions by finding the zeroes of error-locator polynomial $L(x)$

**Forney:** calculates the error magnitudes $Y_i$

**Error corrector:** corrects the received code word